Integration of Microbial Ecology and Statistics: a Test To Compare Gene Libraries
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Libraries of 16S rRNA genes provide insight into the membership of microbial communities. Statistical methods help to determine whether differences in library composition are artifacts of sampling or are due to underlying differences in the communities from which they are derived. To contribute to a growing statistical framework for comparing 16S rRNA libraries, we present a computer program, \( J \)-LIBSHUFF, which calculates the integral form of the Cramer-von Mises statistic. This implementation builds upon the LIBSHUFF program, which uses an approximation of the statistic and makes a number of modifications that improve precision and accuracy. Once \( J \)-LIBSHUFF calculates the \( P \) values, when pairwise comparisons are tested at the 0.05 level, the probability of falsely identifying a significant \( P \) value is 0.098 for a study with two libraries, 0.265 for three libraries, and 0.460 for four libraries. The potential negative effects of making the multiple pairwise comparisons necessary correcting for the increased likelihood that differences between treatments are due to chance and do not reflect biological differences. Using \( J \)-LIBSHUFF, we found that previously published 16S rRNA gene libraries constructed from Scottish and Wisconsin soils contained different bacterial lineages. We also analyzed the published libraries constructed for the zebrafish gut microbiota and found statistically significant changes in the community during development of the host. These analyses illustrate the power of \( J \)-LIBSHUFF to detect differences between communities, providing the basis for ecological inference about the association of soil productivity or host gene expression and microbial community composition.

The use of 16S rRNA gene libraries to describe microbial communities continues to provide powerful insights into microbial ecology. Traditionally, clone libraries have been compared by describing differences in phylogenetic distributions and diversity indices (e.g., see references 3, 10, 18, and 20). However, the results of these studies were dependent on arbitrary definitions of the operational taxonomic unit. Furthermore, without rigorous statistical analysis it is not possible to differentiate between differences that are due to an ecological phenomenon and those that are due to chance.

Since its publication in 2001, LIBSHUFF (27) has become an increasingly popular tool for making statistical comparisons of the diversity of taxonomic lineages represented in 16S rRNA gene libraries (1, 4, 5, 11, 13, 15, 21, 23, 28, 30). LIBSHUFF applies the approximation form of the Cramer-von Mises statistic, and other studies have recently described other statistical methods for making similar comparisons (8, 9, 14, 19). These tools provide a foundation for the analysis of libraries of gene sequences using quantitative and statistical methods. As environmental microbiologists attempt to understand the ecological mechanisms that underlie differences between 16S rRNA gene libraries, robust statistical tools will be necessary.

Here we describe \( J \)-LIBSHUFF, a computer program that uses the exact and integral form of the Cramer-von Mises statistic but also enables the user to choose the approximation form of the statistic as implemented in LIBSHUFF. In addition, the program analyzes more than two libraries with a single input file and single execution of the program, measures the probability of falsely identifying differences as being statistically significant, selects the number of randomizations to perform, and has accelerated execution times compared to LIBSHUFF.

**MATERIALS AND METHODS**

**Test statistic.** The Cramér-von Mises statistic is traditionally used to test the quality of a curve fit (22). When applied to 16S rRNA gene libraries, the statistic measures the number of sequences that are unique to one library when two libraries are compared (27). More precisely, the exact and integral form of the statistic is the following:

\[
\Delta C_{XY} = \int_0^\infty \left[ C_X(D) - C_{XY}(D) \right]^2 \, dD
\]

where \( C_X(D) \) and \( C_{XY}(D) \) are measures of library coverage, and \( D \) is the size of the distance window that is used to determine the level of coverage.

The genetic distance between two sequences is the percentage of nucleotides in one sequence that are different from those in another after correcting for multiple substitutions, for example, by computing the maximum-likelihood distance with the Jukes-Cantor nucleotide substitution model (16). Library coverage is the percentage of sequences in a library that is not comprised of singletons. A singleton is any sequence whose distance to all other sequences in some set is at least as large as some specified distance. As an analogy, we could represent each sequence as a point in some space such that all of the pairwise distances between points agreed with the maximum-likelihood distances. If we placed a circle of a given radius, \( D \), around each point, singletons are points with no other points within their circle. As we increase the radius of each circle, \( \Delta D \), the coverage of the library increases. As a function of the distance, the coverage for a library is a nondecreasing step function that jumps at each realized pairwise distance between sequences in the library. LIBSHUFF essentially uses an approximation of this coverage function where all jumps occur at regular intervals, while \( J \)-LIBSHUFF does not make this approximation and uses the exact values of the coverage functions.
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Both LIBSHUFF and f-LIBSHUFF calculate library coverage by using the method of Good (12). The coverage of library X, \( C_X \), is calculated using the formula \( C_X(D) = 1 - \left( N_X(D) / N_X \right) \), where \( N_X(D) \) is the number of singleton sequences in library X for individual values of D, and \( N_X \) is the total number of sequences in library X. The coverage of library Y in library X by library Y, \( C_{XY} \), is calculated using the formula \( C_{XY}(D) = 1 - \left( N_{XY}(D) / N_X \right) \), where \( N_{XY}(D) \) is the number of sequences in library X that are a distance D or greater from every sequence in Y.

The value of \( C_X(D) - C_{XY}(D) \) represents the percentage of sequences in X that are not singletons in X and are not found in Y for an individual value of D. When the value of \( C_X(D) - C_{XY}(D) \) is integrated over all possible values of D, the square of the differences between the two libraries is evaluated over all phylogenetic levels.

**Significance testing.** LIBSHUFF and f-LIBSHUFF use a Monte Carlo procedure to calculate the probability that the observed differences between the two libraries are due to chance. These programs implement the procedure by constructing two new libraries by randomly dividing the original sequences in libraries X and Y into two new libraries equal in size to X and Y. Then they calculate \( \Delta C_{XY} \) for the randomized libraries. The programs construct a random distribution of \( \Delta C_{XY} \) by repeating the randomization and \( \Delta C_{XY} \) calculation many times. Both programs determine the proportion of the random distribution that has \( \Delta C_{XY} \) value larger than the \( \Delta C_{XY} \) value found using the integral form and approximation form of \( \Delta C_{XY} \). The coverage of library X with a similar sequence in library Y, \( C_{XY} \), is calculated using the formula \( C_{XY}(D) = 1 - \left( N_{XY}(D) / N_X \right) \), where \( N_{XY}(D) \) is the number of sequences in library X that are a distance D or greater from every sequence in Y. Then they calculate \( \Delta C_{XY} \) values only help to determine whether two libraries are different. Small \( \Delta C_{XY} \) values are more likely to be due to chance and \( \Delta C_{XY} \) evaluates only the percentage of sequences in X that are not singletons in X and are not found in Y for an individual value of D. When the value of \( \Delta C_{XY} \) is integrated over all possible values of D, the square of the differences between the two libraries is evaluated over all phylogenetic levels.

**Difference in implementation.** The primary conceptual difference between LIBSHUFF and f-LIBSHUFF is the version of the Cramér-von Mises statistic that the program calculates. LIBSHUFF uses an approximation form of the statistic:

\[
\Delta C_{XY} = \sum_{D=0}^{N_X} \left[ \left( C_X(D) - C_{XY}(D) \right)^2 \right]
\]

LIBSHUFF increases the value of D by an increment, \( \Delta D \), of 0.01 and evaluates values of D between 0.0 and 0.5. In the Monte Carlo procedure, LIBSHUFF performs 1,000 randomizations. f-LIBSHUFF calculates the approximation form of the statistic with any desired value of \( \Delta D \) and any number of randomizations.

We call this form of the statistic an approximation because the value of \( \Delta C_{XY} \) is dependent on the size of \( \Delta D \). Since distance matrices are typically precise to 0.0001, using a \( \Delta D \) value greater than 0.0001 results in method-induced round-off error. While it is possible to use \( \Delta D \) values of 0.0001, this would require making 10,000 comparisons between coverage values for each calculation of the statistic. Since there may be only 300 sequences in the comparison. However, f-LIBSHUFF also implements the integral form of the statistic, which only requires comparing coverage values for, at most, the number of sequences in the analysis (Fig. 1). For most cases, the integral form of the calculation should run faster than the approximation form of the calculation using a \( \Delta D \) value of 0.0001.

Our work builds on the important contribution that LIBSHUFF made to the field of environmental microbiology. We have added the Perl programming language, execution times for the same analysis are substantially faster than with LIBSHUFF. The f-LIBSHUFF source code is currently available from the f-LIBSHUFF website (http://www.plantpath.wisc.edu/~fac/joh/S-LIBSHUFF.html), and the executables for Microsoft Windows are available as well.

**Datasets.** To validate and evaluate f-LIBSHUFF, we obtained 16S rRNA gene sequence collections that were published and then deposited as a complete collection in GenBank (3, 10, 18, 20). Since manual alignments are not typically reproduced by others, we aligned sequences from 16S rRNA gene libraries by using ClustalW (ftp://ftp.ebi.ac.uk/pub/software/unix/clustalw/) under the default settings with a gap-opening penalty of 10.0 and a gap-extension penalty of 0.1 for pairwise and multiple alignments.

We also obtained sequences from the Ribosomal Database Project II (RDP-II) (7). RDP-II aligns sequences using a modified version of RNACAD, which implements a stochastic context-free grammar based on 16S rRNA secondary structure (6). Using a Perl script that we wrote, we selected the 14,653 accessions from the September 2003 release, which contained the conserved oligonucleotide sequences ACNCTCTACGGGNGGCCNGC (Escherichia coli position 338) and TNGACGGCGCGGT (E. coli position 1405). We trimmed each sequence so that these oligonucleotides marked the beginning and end of each accession. For the multiple-comparisons simulation, the Perl script randomly drew sequences from these accessions.

While there is no obvious choice for correcting evolutionary distances for multiple substitutions, we calculated all distance matrices by using the DNA-DIST program within the PHYLIP software package, using the Jukes-Cantor correction for multiple substitutions. Use of other correction models may not change \( P \) values beyond their 95% confidence interval when using the Jukes-Cantor correction (data not shown). FASTA files, alignments, and distance files from simulations performed in this study are available from the f-LIBSHUFF website. Unless otherwise stated, all LIBSHUFF analyses used version 1.1 as made available before 15 December 2003 from the LIBSHUFF website (http://www.arches.uga.edu/~whitman/libshuff.html). A corrected form of LIBSHUFF has been made available as version 1.2.

We ran all simulations within the Linux Mandrake 9.2 operating system on a Dell Inspiron 5100 laptop with a Pentium 4 2.4-GHz processor and 500 MB of RAM.

**RESULTS**

**Program validation.** We observed that LIBSHUFF and f-LIBSHUFF calculated the same test statistic using the same input distance matrix. However, the random distributions cal-

![FIG. 1. A partial plot of \( C_X \) and \( C_{XY} \) values showing the differences found using the integral form and approximation form of Cramér-von Mises statistic as a function of the size of the distance window used to identify singleton sequences. Plot was generated by using comparison between soil 16S rRNA gene libraries of McCaig et al. (20). Vertical bars denote the locations where the approximation form calculates \( C_X \) and \( C_{XY} \) as implemented in LIBSHUFF with a \( \Delta D \) value of 0.01. The integral form implemented in f-LIBSHUFF calculates \( C_X \) and \( C_{XY} \) continuously over the entire range of observed distance values.](http://example.com/fig1.png)
calculated by \( f \)-LIBSHUFF resulted in lower \( P \) values than those calculated by LIBSHUFF. After comparing the values of internal variables used to calculate the random \( \Delta C_{XY} \) distribution, we identified two typographical errors on lines 264 and 265 of LIBSHUFF. These lines are involved in calculating \( C_{XY} \) for the randomized libraries. However, the indices used to access elements of the randomized distance matrix were reversed. When libraries \( X \) and \( Y \) were the same size, LIBSHUFF calculated \( C_{XY}(D) \) instead of \( C_{XY}(D) \). When the libraries were not the same size, it calculated an incorrect value for \( C_{XY} \). Once we exchanged the indices on lines 260 and 261, the two programs produced similar \( P \) values (Table 1). Although we were unable to obtain sequence files from all of the studies that used LIBSHUFF, reanalysis of some with \( f \)-LIBSHUFF resulted in lower \( P \) values. It is unclear what conditions, if any, would have resulted in higher \( P \) values.

**Improved accuracy of \( \Delta C_{XY} \).** Taxonomic placement of 16S rRNA sequences is often approximated based on its distance value when compared to a sequence of known origin. Although controversial and admittedly crude (31), distance values ranging between 0.00 and 0.03 group sequences at the species level, distance values smaller than 0.05 group sequences at the genus level, and distance values smaller than 0.20 group sequences at the phylum level (14, 25). Therefore, the size of \( \Delta D \) describes the level of resolution used to differentiate between these distances. Since the precise breakpoint between taxonomic divisions is unknown, the most cautious approach is to incorporate as much precision as possible by using a small \( \Delta D \) value and a wide range of values for \( D \) given the available computing power.

The most widely used distance-calculating program is DNA-DIST, a program in the free PHYLIP software package. The distances calculated in DNA-DIST are precise to 0.0001 distance units, although a preferred degree of precision may be closer to 0.001, since 16S rRNA genes are 1,500 bp long. To evaluate the effects of \( \Delta D \) in the approximation form of \( \Delta C_{XY} \), we evaluated \( \Delta D \) values of 0.01, 0.001, and 0.0001, using 10,000 randomizations with a summation range between distances of 0.0 and 0.5, using \( f \)-LIBSHUFF (Table 1). The \( P \) values showed sensitivity to the magnitude of \( \Delta D \) for each of the datasets we analyzed, demonstrating that round-off errors were significant for any \( \Delta D \) values greater than 0.0001.

When we used the integral form of the statistic over all possible values of \( D \) with 10,000 randomizations, we found \( P \) values identical to those observed with a \( \Delta D \) value of 0.0001. For comparisons between more disparate libraries, \( P \) values obtained using the integral form and the approximation form of the statistic may be different if there are distances between sequences in libraries \( X \) and \( Y \) greater than 0.5, which is the upper bound of the summation for the approximation form of the statistic. When we executed \( f \)-LIBSHUFF using the approximation form of the statistic with a \( \Delta D \) value of 0.01, the program ran 100 times faster than LIBSHUFF. Using the integral form of the statistic, execution times were 50 times faster than running LIBSHUFF. \( f \)-LIBSHUFF execution times using the integral form of the statistic were two to six times faster than using the approximation form with a \( \Delta D \) value of 0.0001.

**Improved precision of \( P \) values.** The actual \( P \) value for any comparison would be calculated by constructing the test distribution by considering every possible permutation of the sequences in each library. \( f \)-LIBSHUFF and LIBSHUFF implement a Monte Carlo method that approximates the test distribution by performing a large number of random samplings. Therefore, \( P \) values obtained from each of these programs have some error due to the randomization procedure. The standard error for this error can be approximated by the square root of \((\frac{1}{2\pi})(\frac{1}{\text{number of randomizations}})\) (29). For a \( P \) value of 0.05, we approximate margins of error for a \( P \) value's 95% confidence interval of 0.014, 0.004, 0.001, and 0.0004 for \( 10^3, 10^4, 10^5, \) and \( 10^6 \) randomizations, respectively.

The improved execution times with \( f \)-LIBSHUFF make it possible to use more randomizations to obtain an acceptable degree of precision without exceeding the amount of time that LIBSHUFF would have taken to run. When the McCaig et al. (20) sequence collection (\( n = 275 \) sequences) was analyzed using the integral form of the Cramér-von Mises statistic and 10,000 randomizations, the analysis took 23 s. By comparison, the corrected version of LIBSHUFF took 103 s to execute 1,000 randomizations with a \( \Delta D \) value of 0.01. The net result of

### Table 1: Validation and evaluation of \( P \) values from comparisons using 16S rRNA gene libraries from the studies of Bond et al. (3), Dunbar et al. (10), and McCaig et al. (20), using various testing conditions

<table>
<thead>
<tr>
<th>Site (reference)</th>
<th>Library name (no. of sequences)</th>
<th>Published LIBSHUFF ( P ) value(^a)</th>
<th>Our ( P ) value, using LIBSHUFF(^b)</th>
<th>Corrected LIBSHUFF ( P ) value(^b)</th>
<th>( P ) value, using ( f )-LIBSHUFF for ( \Delta D ) value of(^c)</th>
<th>( P ) value for integral form</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( 10^{-2} )</td>
<td>( 10^{-3} )</td>
<td>( 10^{-4} )</td>
<td>( 10^{-2} )</td>
<td>( 10^{-3} )</td>
</tr>
<tr>
<td>Sequencing batch</td>
<td>SBR1 (97)</td>
<td>0.308</td>
<td>0.300</td>
<td>0.087</td>
<td>0.076</td>
<td>0.066</td>
</tr>
<tr>
<td>reactors (3)</td>
<td>SBR2 (92)</td>
<td>0.824</td>
<td>0.951</td>
<td>0.798</td>
<td>0.808</td>
<td>0.744</td>
</tr>
<tr>
<td>Arid soils (10)</td>
<td>C0 (59)</td>
<td>0.042</td>
<td>0.043</td>
<td>0.011</td>
<td>0.011</td>
<td>0.012</td>
</tr>
<tr>
<td></td>
<td>S0 (53)</td>
<td>0.598</td>
<td>0.290</td>
<td>0.171</td>
<td>0.177</td>
<td>0.188</td>
</tr>
<tr>
<td>Scottish soil (20)</td>
<td>SAF (138)</td>
<td>0.120</td>
<td>0.139</td>
<td>0.035</td>
<td>0.032</td>
<td>0.032</td>
</tr>
<tr>
<td></td>
<td>SL (137)</td>
<td>0.135</td>
<td>0.256</td>
<td>0.074</td>
<td>0.076</td>
<td>0.074</td>
</tr>
</tbody>
</table>

\(^a\) For each pair of libraries, the first row of \( P \) values indicates when results when the first library is the homologous library, and the second row indicates results when the second library is the homologous library. The margin of error for the \( P \) value's 95% confidence interval when \( P \) values are near 0.05 for the comparison between the published \( P \) values of Singleton et al. (27) and our implementation of the uncorrected and corrected LIBSHUFF was approximately 0.014 (1,000 randomizations).

\(^b\) For the simulations performed using \( f \)-LIBSHUFF, it was approximately 0.004 (10,000 randomizations).

\(^c\) The range of summation was between 0.00 and 0.50.
using f-LIBSHUFF was a fivefold improvement in execution times with maximum possible $\Delta C_{XY}$ accuracy and a margin of error for the $P$ value’s 95% confidence interval of 0.004 for $P$ values near 0.05.

**Case study: Scottish soil.** McCaig et al. (20) constructed three clone libraries from an unimproved grassland soil (SAF) and three libraries from an improved grassland soil (SL) collected in Scotland to compare the effects of fertilization and grazing on soil microbial diversity. This data set has also become the standard data set for studies investigating the efficacy of various statistical procedures (8, 14, 19, 27). Based on the diversity indices calculated by McCaig et al. (20), there was not a meaningful difference in diversity between their pooled improved and unimproved soil libraries. However, by analyzing phylogenetic trees, they found that the two libraries differed in the diversity of the $\alpha$-proteobacteria populations each library contained. Later, Martin (19) found that the two libraries each exhibited a high level of diversity, but they contained different phylogenetic lineages, indicated by a parsimony-based statistical analysis. Using a corrected version of the LIBSHUFF program, we found the libraries had $P$ values of 0.035 (SAF [X] versus SL [Y]) and 0.074 (SL [X] versus SAF [Y]; margin of error for the $P$ value’s 95% confidence interval of 0.014). However, using the integral form of the statistic with 10,000 randomizations in $f$-LIBSHUFF, we calculated $P$ values of 0.030 and 0.073 (SL [X] versus SAF [Y], margin of error for the $P$ value’s 95% confidence interval of 0.004). After applying the Bonferroni correction (29) or the false discovery rate correction (2) to account for two pairwise comparisons, we were unable to identify a significant difference with an experiment-wise error rate of 0.05.

**Case study: Scottish versus Wisconsin soil.** $f$-LIBSHUFF can compare more than two libraries simultaneously by using a single input file and execution. To test this capability, we compared the clone libraries from improved and unimproved grassland of McCaig et al. (20) to the clone libraries constructed by Liles et al. (18) in 1997 and 2000 from a Wisconsin soil (Table 2). Although the libraries were constructed using different “universal” bacterial primers, the Scottish soil DNA was obtained by using a freeze-thaw lysis method, and the Wisconsin soil DNA was obtained by using a bead-beating method, comparison of the four libraries still demonstrates the usefulness of $f$-LIBSHUFF. Using the integral form of the statistic in $f$-LIBSHUFF with 10,000 randomizations, we found that the $P$ values for all of the comparisons except those between the unimproved (SAF) and improved (SL) soils were very small (all $P$ values were <0.001 [Table 2]). This would suggest that there is a high probability that the 16S rRNA gene libraries constructed by McCaig et al. (20) and Liles et al. (18) contained different taxonomic lineages.

<table>
<thead>
<tr>
<th>Source (reference)</th>
<th>Homologous library (X)</th>
<th>Heterologous library (Y)</th>
<th>$P$ value of $\Delta C_{XY}$</th>
<th>$P$ value of $\Delta C_{XY}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scottish soil (20)</td>
<td>SAF</td>
<td>0.014</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td></td>
<td>SL</td>
<td>0.099</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Wisconsin soil (18)</td>
<td>1997</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

Libraries were constructed from unimproved (SAF, $n$ = 138 sequences) and improved (SL, $n$ = 137) Scottish soils and libraries constructed using soils collected in 1997 ($n$ = 139) and 2000 ($n$ = 129) from a Wisconsin agricultural soil. Comparisons were made using the integral form of the Crámer-von Mises statistic as implemented in $f$-LIBSHUFF with 10,000 randomizations and an upper integration bound of infinity. The margin of error for the $P$ value’s 95% confidence interval for the $P$ values near 0.05 was 0.004.

To determine whether this was a reasonable result based on taxonomic representation in the libraries, we compared the taxonomic distribution of the four libraries (Fig. 2A). There were large differences between the libraries in the relative abundance of the most common phyla. We also constructed collector’s curves at a pseudo-phylum level using a distance value of 0.20 (Fig. 2B). Although the curves for the two Scottish soil clone libraries were very different from each other, the curves from the two Wisconsin soil clone libraries were similar. These two lines of evidence provide further support for the conclusions we drew from the $f$-LIBSHUFF analysis that the clone libraries constructed from Wisconsin and Scottish soils contain different taxonomic lineages. Construction of additional clone libraries is necessary to determine whether the differences between libraries are due to soil sampling, library construction, or biological differences between the soils.

**Case study: zebrafish development.** Rawls et al. (24) recently investigated the change in the microbial community in the gut of zebrafish (Danio rerio). They constructed 16S rRNA clone libraries from the gut community of conventionally raised zebrafish, 6, 10, 20, and 30 dpf and from adult fish. They found that sequences similar to those from Aeromonas and Pseudomonas spp. were found at all time points, and those similar to sequences from Vibrio and Lactococcus spp. were commonly found throughout the zebrafish life cycle. Our goal was to determine the statistical significance of the differences they observed between each time point.

We obtained 1,179 accessions from GenBank that were deposited by the authors of the previous study. Some of these sequences were from mitochondrial genomic DNA, and others were from the 3′ end of the 16S rRNA gene. The majority of the sequences ($n$ = 982) were from the 5′ end of the bacterial 16S rRNA gene. Using the distance-based OTU and richness analysis (Fig. 3), we found that the collector’s curves constructed by using distances of 0.03 and 0.20 continued to increase as additional libraries were sequenced, suggesting that the libraries contained different phylogenetic lineages. With $f$-LIBSHUFF, we found that all possible comparisons between libraries constructed using guts from conventionally raised zebrafish at 6 ($n$ = 362), 20 ($n$ = 103), and 30 ($n$ = 76) dpf and adults ($n$ = 167) indicated significant differences (all $P$ values were <0.001). The library constructed using guts from zebrafish that were 10 dpf ($n$ = 35) were not significantly different from any other developmental stage (smallest $P$ value, 0.011) when used as the homologous library and correcting for multiple comparisons. Finally, guts of 6-dpf gnotobiotic fish colonized with bacteria with water from a conventional zebrafish aquaculture facility ($n$ = 239) were significantly different from guts obtained from the conventionally raised zebrafish at each developmental stage (all $P$ values were <0.001) except when the 10-dpf library was used as the homologous library ($P$ = 0.26).
Rawls et al.’s 16S rRNA analysis (24) was part of a larger gene expression study where they compared the expression of zebrafish genes in the fish gut containing various microbial communities. Using \( J \)-LIBSHUFF, we have shown that although there may be some overlap in the microbial communities across developmental stages, the gut microbiota changes dramatically throughout development. Rawls et al. (24) noted several differences in the composition of the clone libraries constructed from conventionally raised and conventionalized 6-dpf guts, such as the relative abundance of *Vibrio* and *Aeromonas* sp. sequences in the two libraries. However, our analysis shows that the phylogenetic lineages in the two libraries are significantly different. It is possible that differences in relative abundance in certain phylogenetic groups are responsible for the differences in the fish’s gene expression; it seems more likely that the presence or absence of certain species had a considerable effect. Finally, the zebrafish gut microbial community could be a model system for assigning biological relevance to statistical differences.

**Sequence alignments.** The \( P \) values for the comparison between the McCaig et al. (20) sequences in the Scottish versus Wisconsin soil case study (Table 2) were outside of the margin of error for the \( P \) value’s 95% confidence interval for the precision of the \( P \) values observed in the comparison between the improved and unimproved soils from the first case study (Table 1). This difference is due to differences in sequence alignment. The alignments used in each case study were different, because the alignments used different numbers and...
types of sequences. When we repeated the Scottish soil case study using the Scottish soil sequences from the four-library alignment, the P values for the comparison between the improved and unimproved soils were the same as those we observed for the four-library comparison in Table 2.

To test the sensitivity of P values to alignment quality, we repeated the two-library case study, using a gap-opening penalty of 15.0 and a gap extension penalty of 5.0 for pairwise and multiple comparisons in ClustalW. The P values were 0.026 and 0.015 for the comparisons SAF (X) versus SL (Y) and SL (X) versus SAF (Y), respectively, when using the integral form of the statistic with 10,000 randomizations.

**Multiple comparisons.** The application of the Cramér-von Mises statistic to a pair of sequence libraries requires two comparisons to determine whether libraries are a subset or independent of each other. The number of possible comparisons between any number of libraries or treatments, k, is k(k - 1). For example, in the Scottish versus Wisconsin soil case study there were 4 treatments and 12 possible pairwise comparisons. This type of analysis is analogous to performing 12 t tests instead of a single analysis of variance. Making these 12 comparisons increased the probability of detecting a statistically significant difference by chance. The probability of finding a difference between any two treatments based on chance when there is no actual difference is the pairwise error rate, \( \alpha \). A conventional choice for \( \alpha \) is 0.05. If there were multiple independent comparisons and there was no actual difference between the treatments, then the probability of having found one small P value less than \( \alpha \) by chance, can be determined by the formula 1 - \((1 - \alpha)^{(k-1)}\) (29). This probability is the experimentwise error rate. A study with two treatments that tested each comparison at the 0.05 level would have an experimentwise error rate of 0.098, and a study with four treatments would have an experimentwise error rate of 0.460, if the P values for each comparison were independent. This means that the studies would have a 9.8 and 46.0% chance, respectively, of finding a P value between the two libraries that was below 0.05 based on chance alone. A study is highly likely to find a P value below 0.05, by chance, when there are at least 10 treatments (experimentwise error = 0.99).

To test the independence of P values and the effect of multiple comparisons on the experimentwise error rate, we performed several simulations using randomly generated 16S rRNA gene libraries. We constructed simulated studies with various numbers of libraries and sizes of libraries by randomly selecting accessions from the RDP-II as described in the Materials and Methods section above. Because our Perl program randomly placed accessions into each library, we assumed that the libraries were not statistically or biologically different. The analysis of the simulated studies used the integral form of the statistic with 10,000 randomizations. The proportion of randomizations where the minimum DCXY value for any comparison had a P value below 0.05 represented the expected experimentwise error rate when testing at the pairwise error rate of 0.05, and there were no actual differences between the libraries. When considering two treatments, the experimentwise error rate was 0.098; for three treatments, it was 0.265; and for 10 treatments, it was 0.999. From these simulations, the experimentwise error rates we compute in the test with the random sample data agree closely with predictions made assuming that all tests were independent. Although the experimentwise error rate increases with the number of treatments, there are several options for correcting the error rate to reach a statistically based conclusion (see Discussion).

**DISCUSSION**

f-LIBSHUFF is an improved implementation of the Cramér-von Mises statistic for making comparisons between 16S rRNA gene libraries. f-LIBSHUFF provides more accurate and precise P values, shorter execution times, and improved flexibility and ease of use compared to LIBSHUFF. Moreover, f-LIBSHUFF can account for the experimentwise error rate.

Each of the improvements incorporated into f-LIBSHUFF allowed us to show easily that there is a high probability that biological differences are responsible for the differences observed between libraries constructed from Scottish and Wisconsin soil libraries or among those communities in the guts of zebrafish at different developmental stages. A similar analysis using LIBSHUFF for the zebrafish analysis would have required constructing 15 separate distance matrix files, converting each of those into a form that was compatible with LIBSHUFF, and then executing the program 15 times, obtaining P values that were not as accurate or precise as those calculated with f-LIBSHUFF (Table 2). Instead, we made one alignment and distance matrix, which we used as the input file for f-LIBSHUFF, and had a result in less than 5 min. Without considering the extra time required to construct additional alignments, distance matrices, and input files, it would have taken longer to execute LIBSHUFF to make two sets of comparisons than it took us to make 15.
-LIBSHUFF calculates accurate and precise $P$ values. The programming flaw in LIBSHUFF leads to miscalculation of $P$ values, and the artificially high $P$ values may have resulted in abandonment of a hypothesis that was, in fact, supported by the data. The first improvement we incorporated was to allow the increment size, $\Delta t$, to be altered when using the approximation form of the statistic to improve the accuracy of the statistic. Next, the integral form of the statistic can be calculated, which is a more elegant implementation of the Cramér-von Mises statistic. Because of the accelerated execution times, 100,000 randomizations can be performed in the same time it would have taken LIBSHUFF to run 1,000 using the same increment size. The net effect of the increased number of randomizations is a $P$ value that is 10 times more precise than that generated with LIBSHUFF. Each of these improvements provides greater confidence that the $P$ values describing the difference between two libraries are accurate and precise.

The increased execution speeds of -LIBSHUFF result from using the integral form of the statistic and writing the program in the C++ programming language. Free versions of Perl are available for any operating system, thereby making Perl programs highly portable, but Perl is very slow in performing numerical calculations for various reasons. Since not all potential users use a single operating system, we will make -LIBSHUFF available for use on as many operating systems as possible. Executable versions of the program and instructions are available from the -LIBSHUFF website (http://www.plantpath.wisc.edu/fac/joh/S-LIBSHFF.html).

-LIBSHUFF has the capacity to make all possible pairwise comparisons between any number of sequence libraries. In addition, the input file is a distance matrix that is produced by the freely available DNADIST program in the PHYLIP package. The most difficult step in performing the analysis using LIBSHUFF was the process of formatting the input file to be compatible with the program. We have eliminated the formatting steps, making the analysis process simple.

The final significant improvement incorporated in -LIBSHUFF is the calculation of the experimentwise error rates. None of the studies that used LIBSHUFF have accounted for the increased experimentwise error rate (1, 4, 5, 11, 13, 15, 21, 23, 27, 28, 30). Our simulations demonstrate the substantial effect of multiple comparisons on the experimentwise error rates. Several methods are available to correct the experimentwise error for multiple comparisons, including the Bonferroni correction and the false discovery rate-controlling procedure (2, 29). The purpose of correcting for the experimentwise error rate is to account for the increased probability of detecting small $P$ values due to chance when making multiple comparisons.

It is possible that biologically meaningful differences exist where they were not statistically significant. As in the Scottish soil case study, the inability to detect differences between libraries may be due to a lack of statistical power, as discussed in the original paper introducing LIBSHUFF (27). In the zebrafish analysis, there were only 35 sequences in the 10-dpf 16S rRNA library, and it was not possible to identify any statistically significant differences using this as the homologous library. We suspect that if more sequences were collected, a statistically significant difference might have been detected. The biological significance of a difference cannot be anticipated by the numerical size or statistical significance of the difference.

The resources available to obtain increased statistical power must be balanced against the resources available for long, high-quality sequences. While DNADIST provides precision to 0.0001 (i.e., one base change every 10 kb), a more realistic degree of precision for full-length sequences would be 0.0006 (1 per 1.5 kb), and 0.0012 for half-length sequences (1 per 750 bp). Any ambiguous nucleotides will decrease the degree of precision. However, -LIBSHUFF provides the flexibility to calculate $P$ values based on the data contained within the distance matrix without making further assumptions. Since at least five sequencing reads are necessary to obtain double coverage of an entire 16S rRNA gene and only two are necessary for double coverage of 700 bp, it is preferable to obtain more partial-length sequences rather than fewer, full-length sequences. This approach will provide the greatest amount of statistical power for the resources available instead of additional precision below the level of accuracy of the Monte Carlo procedure itself.

There is a sentiment and suspicion expressed in the microbial ecology literature that soil microbial communities are too diverse to quantify and compare (14, 17). One concern that has been expressed is that if too few sequences are sampled from a clone library, it will be too easy to detect differences between libraries that represent random differences, not sample differences. However, in such a scenario we would expect the coverage within a library, $C_X$ or $C_Y$, to be low. If the coverage within both libraries is low, then the coverage between both libraries, $C_{XY}$ and $C_{YX}$, will also be low. Since all four coverage values would be low, -LIBSHUFF would find the $P$ value for either comparison to be high because there is insufficient information to make a comparison. Finally, all statistical analyses are based on the premise that it is impossible to sample the entire community to reach a conclusion. In a statistical analysis, the power to test a hypothesis does not depend on the size of the community but on the size of the sample.

While the focus of this study has been on the comparison of 16S rRNA gene libraries, -LIBSHUFF should be able to make comparisons between other types of gene libraries. There are many exciting challenges that require the application of computational methods to environmental microbiology: defining a biologically relevant difference based on 16S rRNA gene sequences (31), determining the minimum number of sequences needed to detect differences (14), and making comparisons between metagenomic libraries (26) are some of the knotty quantitative problems remaining to be solved.
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